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**Project Background:**

1-2 paragraphs describing, at a high level, the problem you are trying to solve. This should provide the reader context for the technical solution they will review. This should be a quick elevator pitch for your project. Be sure to answer the following:

* What is the model’s objective?
* What type of Machine Learning problem will you be solving?

The ultimate objective of the project is to increase safety compliance, specifically adherence to wearing required Personal Protective Equipment (PPE) and reduce occurrences of serious injury on job sites. The objective of the model will be to detect, classify, and report instances of ‘Helmet’, ‘Vest’, and ‘Head’ from a provided input image. Instances of ‘Head’ may indicate absence of a required helmet being worn.

This is an object detection and classification Machine Learning problem to solve. First, the model will need to be able to sufficiently identify when these three types of objects are present in the image. Second, the model will need to be able to accurately classify the detected objects as the correct type or belonging to the correct category.

**Technical Background:**

1-2 paragraphs describing the technical details of the problem you are trying to solve. This should help the reader understand the project constraints. Be sure to answer the following:

* How will you evaluate your model?
* What is your data source?
  + How will you need to prepare your data?
  + How will you explore your data?
  + What do you hypothesize your main features will be?
* What type of model do you want to use?

To evaluate the model, a few different business metrics can be considered. First, the business can monitor and track instances of serious injury over time to see if the model implementation may be improving safety records (i.e., assuming business is intervening with employees when unsafe conditions are investigated). Second, the business can track instances of ‘Head’ being detected in a given time period, work shift, etc. to see if their interventions are having a positive impact (i.e., instances of ‘Head’ reduced over time in favor of instances of ‘Helmet’). Important model metrics include box loss (i.e., reduce error in object detection) and classification loss (i.e., reduce errors in classification).

The data source is from Kaggle:

HardHat-Vest Dataset

<https://www.kaggle.com/datasets/muhammetzahitaydn/hardhat-vest-dataset-v3/data>

The dataset contains 23,673 images, and there are at least 10,000 instances of each class available. Per Kaggle, the images should be consistently sized at 640x640 pixels, so resizing is not expected unless required for the model architecture. However, we plan to still validate the image sizing as claimed. Preparation should be minimal, assuming image annotations are of sufficient quality (expected to be, as the Kaggle usability rating is a 10.00). The dataset should be explored, minimally, by viewing sample images to gain an understanding of contents, considerations, and annotation quality. Bounding boxes will need to be applied to the images to inspect the quality and accuracy. Model features are hypothesized to be constructed via multiple Convolutional Neural Network (CNN) layers to obtain lower-level features and then higher-level features to ultimately support the classification task after detection. An initial suggestion would be to use a pre-trained YOLOv8 model architecture for this project, with fine-tuning for the specific dataset to improve the performance initially and to keep maintainability and adaptability in mind for ongoing use.

**Goals vs Non-Goals:**

Write a bulleted list of (3-5 points each) of goals and non-goals. This should help the reader understand the context that would factor into solution selections and trade-offs. Goals will help the reader understand what a successful outcome looks like. Non-goals will help limit the scope of your project and prevent scope creep.

Goals:

* Reduced instances of serious injury on construction sites (Business Metric)
* Increased safety compliance (wearing required PPE) (Business Metric)
* Low box loss (specific amount to be determined w/ company) (Model Metric)
* Low classification loss (focus on ‘Helmet’ and ‘Head’) (Model Metric)

Non-Goals:

* Resolving annotation issues / bounding boxes (if issues identified during exploration, discard from dataset)
* Model metrics for ‘Vest’ category (not the primary focus of this project to maintain simplicity)
* Use of multiple model architectures (also for simplicity)

**Solution Overview**

1-2 paragraphs summarizing your ML System. Include a system architecture diagram containing the components you use to store data, pre-process data, engineer features, build/train/debug your model, and deploy your model. Also add notes on what you will monitor and what you will test prior to releasing a new model.

**Data Sources:**

What is your data source?

Kaggle - HardHat-Vest Dataset

<https://www.kaggle.com/datasets/muhammetzahitaydn/hardhat-vest-dataset-v3/data>

What is your data volume?

23,673 images.

Why did you select this data set?

Our team has interest in the business problem that this dataset can help solve, and this dataset appears to be sufficient to support development of a solution to this problem. There are at least 10,000 instances of each class, including ‘Helmet’, ‘Vest’, and ‘Head’, which should provide a sufficient number of samples for our computer vision task.

Any risks (bias, sensitive features, etc)?

We are not aware of any bias or sensitive features present at this time. However, we will, minimally, inspect image samples and predictions to determine if there could be any considerations. For instance, we would want to make sure that we understand if performance may vary when detecting and classifying objects when considering different genders, race, skin tones, hairstyles, etc. Another risk we need to keep in mind is if there are any types of occlusions that could impact performance. If a worker is wearing sunglasses, a respirator, or if there is any other type of occlusion, does this affect the object being detected and/or classified correctly? This could also include other items such as ball caps and other items that are similar and may conflict with the PPE being detected in this problem. We need to be aware of any limitations such as this so that the solution can be advertised and implemented in suitable environments while providing us the necessary information to continually improve the solution.

**Data Engineering:**

How will you store this data?

What data pre-processing do you need to do before you feed it into your ML system?

We are anticipating minimal pre-processing of our data. The images are consistently sized at 640x640 pixels, so resizing is not expected unless required for the model architecture. Preparation should be minimal, assuming image annotations are of sufficient quality (expected to be, as the Kaggle usability rating is a 10.00).

**Training Data:**

How will you split your data into training, test and validation?

The selected dataset is already split into 78% training, 11% test, and 11% for validation. We plan to utilize this existing data split.

Will you use any data labeling techniques?

We are not expecting to need to use any data labeling techniques. As mentioned, the Kaggle usability rating is high, and the images come with annotations. We will inspect some random samples of images, bounding boxes, and labels, however, we are not anticipating needing to make any adjustments for this dataset.

**Feature Engineering:**

Which fields from your data will you use or exclude?

We will be using class instances of ‘Helmet’ and ‘Head’ but excluding instances of ‘Vest’ in an effort to simplify the implementation and put more focus on the overall ML system.

Which fields will be combined or bucketed?

This is N/A for our problem.

What other data transformations will you apply to your data?

This is N/A for our problem.

**Model Training & Evaluation:**

How will you train your model?

What algorithm will you use?

What parameters will you use?

How will you evaluate your model?

**Model Deployment:**

What instance size will you use?

We plan to use a small instance size, as the AWS student environment does not have access to GPUs. We are prioritizing simplicity and computational efficiency to work within these constraints and focus efforts on the overall ML system.

Will your model function as a batch or real time model? Why?

Our model will function as a batch. This will increase computational efficiency to process in batches. It is also not a requirement of our ML solution to process and produce results in or near real-time. It is instead to provide insights on trends in the data.

**Model Monitoring:**

How will you monitor your model?

How will you monitor your infrastructure?

How will you monitor your data?

**Model CI/CD:**

What checkpoints will your CI/CD pipeline contain?

Minimally, we will include checkpoints for data quality and model evaluation. Although we appear to have a relatively clean, standardized dataset to initially work with, any future incoming data will need to meet the same level of quality to be usable. For instance, if camera settings are changed and training images begin coming in at different sizes or significantly different lighting conditions, etc., additional data preparation may be necessary to be compatible with the current system, or other components of the system may need to be adapted (e.g., model training methods). Model evaluation will be a necessary checkpoint to confirm improved performance prior to considering movement to the deployment phase.

What tests will your CI/CD pipeline contain?

Minimally, we will include tests for model performance (during inference) and user acceptance. This is important for us to validate that the model is performing as we expect it to in production on new, unseen data. It is equally important that the customer or business performs a user acceptance test to validate performance and features in each deployment.

**Security Checklist, Privacy and Other Risks:**

Will this store or process Personal Health Information (PHI)? No

Will this store or process Personal Identifiable Information (PII)? Yes

Will user behavior be tracked and stored? No

Will this store or process credit card information? No

If you answered yes to any of the above questions, please justify.

Our ML system will store and process photographs of individuals at job sites, and these photographs can personally identify an individual. Appropriate measures are to be taken so that we, as ML solution providers, as well as our customers (businesses) and individuals at these sites are aware of and agree to these privacy risks. Generally, as a condition of employment and/or contract, individuals accessing the site are acknowledging and agreeing to the storage and processing of their PII.

What S3 buckets will this application read from or write to?

The S3 buckets are to be determined as we progress in our project.

What data bias should be considered?

This is discussed in more detail in the Data Sources section of this document. We want to investigate and determine if we feel the dataset is inclusive to ensure it can adequately detect objects when considering different genders, race, skin tones, hairstyles, etc. If not, this could lead to performance inadequacies.

Will your model have potential for bias along sensitive features (race, ethnicity, gender, age, religion, disability, sexual orientation, or other personal attributes)?

Yes, as mentioned in the previous response, race, ethnicity, and gender could be a potential for bias. Additionally, age could be another potential. These are not features or biases that, if present, are expected to have a direct, individual impact. However, these types of biases, if present, could impact the system performance and result in negative safety trends.

Are there any ethical concerts with the data or business problems that should be addressed?

We do not feel that there are any ethical concerts beyond the risks identified in this document.

**Future Enhancements:**

Provide at least 3 ways you would improve your ML system if you had more time or additional resources.–

1. Increase model instance size and complexity
   1. In the case we have access to a GPU-enabled environment
2. Scale the business use case
   1. Detect instances of ‘Vest’ in the dataset
   2. Contractor badges - different colors
   3. Correlation between companies
   4. Lack of PPE
   5. Are the right/expected or unauthorized persons in the area
3. Consider a video-feed system for real-time monitoring and alerting